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#### Abstract

While the rotation of smectic layers under an applied field may at first appear to be a relatively simple problem, the dynamic processes involved are rather complex. An applied field produces a torque on the liquid crystal director, but has no direct influence on the smectic layers. If the director is reoriented significantly, however, the layers must also reorient in order to accommodate this (the layered structure is produced by short-range molecular interactions). Indeed, if the liquid crystalline order is not maintained during the realignment then matters become even more complex. In this paper we use time-resolved x-ray scattering to investigate the realignment of smectic- $A$ layers in thin-film devices using a magnetic field. No evidence is found for continuous rotation of the smectic layers under any circumstances in such devices, a result that is not found when using bulk samples. No evidence indicating the formation of the nematic phase is observed during realignment. A molecular-dynamics technique is used to model the system which indicates that the sample becomes significantly disorganized during the realignment process when large angular rotations are induced.
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## I. INTRODUCTION

The use of thermotropic liquid crystal materials in optoelectronic devices is widespread but it is only recently that devices that utilize smectic phases have been commercialized. Phases of this kind consist of a layered structure, with orientational order of the molecular long axes within the layers. While there have been many studies of smectic layer reorientation due to applied electric fields, these have mainly been restricted to the chiral smectic- $C\left(\mathrm{Sm}-C^{*}\right)$ phase [1-4] in which the average molecular axis (the director) is tilted with respect to the layer normal and there is a long-range helicoidal structure parallel to the layer normal. There have been further studies of this effect in the chiral smectic- $A$ (Sm- $A^{*}$ ) phase in which the layer normal and the director are parallel, primarily close to the transition from $\mathrm{Sm}-A^{*}$ to $\mathrm{Sm}-C^{*}$ or a $\mathrm{Sm}-C^{*}$ subphase $[5,6]$, and in the antiferrorelectric and intermediate smectic phases [7]. In all of these cases, the rotation of the smectic layers is either parallel to the applied field or has been studied in the context of the chevron-to-bookshelf transition that occurs in thin-film ferroelectric liquid crystal devices. In each of these cases the rotation process is somewhat complex and involves a number of different contributing factors. When a field is applied to an achiral smectic liquid crystal phase there is no direct interaction between the layers and the field-a torque is produced on the liquid crystal director. If the director is reoriented sufficiently, the layers will have to reorganize in order to satisfy the short-range interactions that cause their formation. In order to investigate the relative influence of the longerrange interactions between the director and the applied field and the short-range interactions that induce layer formation,

[^0]we will examine smectic- $A(\mathrm{Sm}-A)$ phase layer reorientation using magnetic fields. This system is conceptually simpler than those discussed above; the field is applied in the same plane as the rotation and the phase in question is achiral and of higher symmetry than the smectic- $C$ phases. In addition we will examine this process in thin-film devices in order to investigate the influence of the confining surfaces.

NMR studies of magnetic field-induced layer realignment in the $\mathrm{Sm}-A$ phase of a deuterated version of material 8 CB have indicated that the realignment process is highly dependent on the initial angle between the smectic layer normal and the applied magnetic field [8,9]. When the realignment is over an angle of less than $\sim 45^{\circ}$ the sample appears to rotate as a monodomain, with the smectic layers retaining their integrity during realignment. At angles above this threshold, however, the dynamics become significantly more complicated, with some evidence suggesting the formation of a multidomain structure. NMR, however, cannot be used to observe the orientation and integrity of the smectic layers directly since it only provides information about the orientation of the director.

Time-resolved x-ray scattering is a technique that has been widely used to observe the reorientation of smectic layers over time. Using this technique it has been shown that the reorientation process that occurs is strongly dependent on the temperature of the sample, with a distinctly faster response close to the $\mathrm{Sm}-A$ to nematic transition temperature of material 8CB [10]. In addition, when the rotation angle is larger than $\sim 45^{\circ}$, two distinct realignment pathways were observed within a multidomain structure. Evidence for the presence of a multidomain structure during the reorganization of $\mathrm{Sm}-A$ layers under an applied electric field has also been reported in a slightly different geometry where the layers are rotated out of plane using an electric field [11,12].

In this paper we present the results of a time-resolved x-ray scattering experiment investigating the realignment of
the $\mathrm{Sm}-A$ layers of liquid crystal mixture S 3 induced by an applied magnetic field. In previous studies of this magnetic field induced reorganization very thick samples have been used in order to observe only bulk layer realignment. This may be problematic, however, since the length scales associated with liquid crystal alignment (a few hundreds of microns) are typically much smaller than the sample sizes used (some millimeters). During the experiment the director is initially aligned parallel to the applied field, producing a well-aligned monodomain due to the presence of the field. If the field is removed or is no longer aligned with the director, the sample is unlikely to remain in a monodomain because its thickness is far greater than the length scale of the liquid crystal alignment. In this study we have avoided this problem by investigating this realignment process in thin-film devices and investigating the influence of the surfaces on the realignment. Confinement of the sample in thin films may appear to be a small alteration to the experiment described in Ref. [10]. But it produces significant quantitative and qualitative differences in the realignment process as will become clear. In addition, the liquid crystal material is confined to thin films in conventional liquid crystal devices and it is therefore important to understand the influence of confining surfaces on the reorientation of smectic layers. A moleculardynamics simulation technique is used to model the system and the results are compared to the experimental findings. Furthermore, we briefly investigate the influence of the surface treatment on the realignment phenomenon. These results shed new light on this complex realignment process and the influence of surface alignment and confinement on smectic layers.

## II. EXPERIMENTAL METHOD

Time-resolved small-angle x-ray diffraction experiments were carried out at the DUBBLE beamline, BM26B at the European Synchrotron Radiation Facility (ESRF), Grenoble, France. Since the details of the beamline have been reported extensively elsewhere [13], only a brief description will be given here. The energy of the incident beam was tuned to 12.6 keV and the beamline optics provide a spot size of around $300 \times 300 \mu \mathrm{~m}^{2}$ and a maximum flux of approximately $1 \times 10^{11}$ photons/s at this energy. A schematic diagram of the experimental setup is shown in Fig. 1. Thin film devices constructed using a pair of $100 \mu \mathrm{~m}$ thickness glass coverslips, separated by $170 \mu \mathrm{~m}$ thickness nylon spacers, and capillary-filled with the liquid crystal mixture S3 (Merck GmbH ) are placed in a 2 T magnetic field (American Magnetics Inc.). It should be noted that the confinement of the sample between $100 \mu \mathrm{~m}$ thickness glass windows significantly reduces the x-ray flux incident on the liquid crystal sample (and also the scattered x-ray intensity). Even so, care must be taken to avoid degradation of the liquid crystal by the high energy $x$ rays. In order to prevent damage to the sample the x-ray beam was only allowed to impinge onto the sample while measurements were being taken and the transition temperatures were monitored repeatedly during the experiment to ensure that no damage had occurred. Two types of devices are used: one set has clean untreated inner sur-


FIG. 1. (Color online) A schematic diagram of the experimental setup. The smectic layers scatter the incident x rays leading to two diffraction spots on the area detector on a line parallel to the layer normal. The device is rotated rapidly in the plane perpendicular to the incoming x-ray beam in the presence of an applied magnetic field and the time evolution of the diffraction pattern is recorded.
faces and the second has a thin layer of baked and unidirectionally rubbed polyvinyl alcohol (PVA) applied to each inner surface (during construction the rubbing directions of each substrate are aligned antiparallel). The device is positioned with the substrates approximately perpendicular to the incoming x-ray beam as shown in Fig. 1 so that the liquid crystal is confined to a thin $\sim 170 \mu \mathrm{~m}$ thickness film perpendicular to the incident $x$ rays. In previous experiments the samples used have been considerably larger (some millimeters in thickness) in order to observe only bulk effects [8-10]. The devices are attached to a custom-built brass hot stage that can be rotated in the plane perpendicular to the incoming x-ray beam using a belt-drive system attached to a stepper motor mounted outside the stray field produced by the magnet. The sample is heated in the presence of the magnetic field to either the nematic or isotropic phase and then cooled slowly into the $\mathrm{Sm}-A$ phase, producing highquality uniform alignment of both the director and the layer normal parallel to the applied field (the diamagnetic anisotropy of this material is positive). The electron-density modulation due to the layering of the molecules then produces Bragg reflections since the angle of incidence is close to the Bragg angle $\left(\sim 0.9^{\circ}\right)$ and the Bragg peaks in systems of this kind are typically quite broad [full width at half maximum (FWHM) of $\left.\sim 2^{\circ}\right]$. This leads to two first-order diffraction spots appearing on the area detector at the $(0,0,1)$ and $(0,0, \overline{1})$ positions. The sample is then rotated rapidly in the same plane as the applied field by a fixed angle $(\phi)$, and the temporal evolution of the diffraction pattern is recorded during the layer realignment process with a resolution of 500 ms.

It would be advantageous to take a series of diffraction patterns for different angles of incidence between the incoming x-ray beam and the plane of rotation (rocking) since this would provide more information about the smectic layer distribution and orientation. This is not possible in this case, however, partly because of the geometrical restrictions of the magnet used, but also by the nature of the realignment process itself. The realignment dynamics can be substantially


FIG. 2. (Color online) (a) Integration technique used to generate the diffraction angle vs time plots. (b) An example diffraction angle vs time plot showing the sample rotation and the subsequent reorientation process back to the original layer orientation.
different from one data set to the next (see, for example, Ref. [10]) and so recombination of the data sets taken at a variety of different angles of incidence would be problematic.

## III. DATA ANALYSIS TECHNIQUE

The analysis technique used here is similar to that used in Ref. [10]. Two different integration schemes are used in order to monitor the smectic layer orientation and the integrity of the layered structure. The first scheme is shown in Fig. 2(a). The diffraction pattern from the area detector is integrated radially over an annular strip surrounding the diffraction peaks, with the integrated intensity then plotted as a function of the azimuthal angle on the area detector [Fig. 2(b)]. This corresponds to the following integral:

$$
\begin{equation*}
f(\theta, t)=\int_{Q_{1}}^{Q_{2}} \Gamma(\theta, Q, t) d Q \tag{1}
\end{equation*}
$$

where $\theta$ is the azimuthal angle on the area detector; $Q$ is the distance from the center of the diffraction pattern; $Q_{1}$ and $Q_{2}$


FIG. 3. (Color online) (a) Integration technique used to generate the total intensity vs time plots. (b) An example total intensity vs time plot. The center of the intense stripe corresponds to the $Q$ associated with the layer spacing of the liquid crystal.
are the inner and outer limits of the integration; $t$ is time; and $\Gamma(\theta, Q, t)$ is the scattering intensity data. Initially the layer normal is parallel to the magnetic field, which is vertical, leading to diffraction spots at the $\theta=90^{\circ}$ and $270^{\circ}$ positions (the poles on the area detector pattern). The sample is then rotated in the plane perpendicular to the x-ray beam by an angle $\phi$, and the angular orientation of the diffraction spots is tracked during this rotation and the subsequent layer realignment processes. An example of the output of such an integration is shown in Fig. 2(b) for a rotation angle of $\phi=78^{\circ}$, clearly indicating how the layer orientation changes as a function of time. Since the diffraction pattern is symmetric we only plot the first $180^{\circ}$ (the peak intensities of the diffraction spots are typically different since, as discussed in Ref. [10], the sample will not be precisely perpendicular to the incident x-ray beam; we plot the more intense of the two spots).

The second integration scheme is shown in Fig. 3(a). The scattered intensity is integrated circularly and then plotted as a function of $Q$ (the distance from the center of the diffraction pattern). Expressed mathematically,

$$
\begin{equation*}
g(Q, t)=\int_{0}^{2 \pi} \Gamma(\theta, Q, t) d \theta \tag{2}
\end{equation*}
$$

Calibration of the $Q$ axis was carried out using the wellknown diffraction from a powder sample of silver behenate. Comparison of the total diffracted intensity before and after rotation is problematic since any small change in the angle of incidence of the x-ray beam will cause large changes in the intensity (as the angle of incidence approaches the Bragg angle, the intensity increases greatly), and precise alignment of the rotation axis with the incoming beam is virtually impossible. Once the sample rotation has been completed, however, the total diffracted intensity can be monitored during the field-induced realignment, providing information about the out-of-plane orientation, spacing, and integrity of the layers. Furthermore, the linewidth of the peaks is characteristic of the liquid crystal phase; in the nematic phase, for example, it is much wider because of the lack of long-range translational order.

## IV. EXPERIMENTAL RESULTS

Unlike in previous studies where layer reorientation is observed over a relatively wide temperature range below the $\mathrm{Sm}-A$ to nematic phase-transition temperature (e.g., $10^{\circ} \mathrm{C}$ in Ref. [14]), realignment only occurs within $2{ }^{\circ} \mathrm{C}$ of the $\mathrm{Sm}-A$ to nematic transition temperature in our experiment, regardless of the surface treatment used. Since the realignment only occurs in such a narrow temperature range, investigation of the temperature dependence of this process was not possible. In addition, the realignment processes involved appear to be significantly different from those previously studied using time-resolved x-ray scattering $[10,15]$. As described by previous authors, the realignment process is found to be highly dependent on the initial rotation angle $\phi$.

When small rotation angles are used, there is typically no reorganization of the smectic layers, as shown in Fig. 4(a) where the initial rotation angle $\phi \approx 25^{\circ}$. When there is no layer reorientation, there is typically no change in the total scattered intensity, as can be seen in Fig. 4(a)(ii).

A typical example of the reorientation process when $\phi$ $\approx 90^{\circ}$ is shown in Fig. 4(b). It is clear from Fig. 4(b)(i) that no continuous rotation of the smectic layers is observed-the intensity at the original position decreases and that at the new field-aligned position increases after an induction period of a few seconds. At no point is scattering observed from an intermediate in-plane layer orientation. This result can be interpreted in one of four ways: the layered structure of the phase is lost during reorientation; the layers are no longer oriented close to the Bragg condition, i.e., they rotate out of plane and then back in plane at the field-aligned position; a very large spread of different layer orientations is present in the sample, producing powder-pattern diffraction; or that the rotation of the layers occurs over a timescale much shorter than the data-acquisition rate (two frames per second). The latter case is unlikely, however, since experiments carried out into layer realignment using crossed magnetic and electric fields indicate a time scale of some hundreds of seconds [16], while those investigating rotation of the smectic layers out of
the plane of the device using electric fields indicate a time scale of several seconds, even when high fields are used [11].

The length of the induction period that precedes the realignment process is somewhat unpredictable, varying from around $1-40$ s. As described in Ref. [14] this is due to variations in the initial defect density in the sample. In that case it was suggested that during realignment the monodomain sample splits into a large number of smaller domains, a process that is seeded by the presence of defects in the initial alignment; if there was a large number of defects in the sample before realignment the induction period was seen to greatly reduce.

The realignment process is also accompanied by a sharp reduction in the total scattered intensity, followed by an increase to approximately its initial value once the process is completed, as can be seen in Fig. 4(b)(ii). Although the peak height decreases, the linewidth remains approximately constant throughout the experiment. While formation of the nematic or isotropic phases during realignment cannot be discounted, there is no evidence from the total scattered intensity that directly supports these hypotheses.

If the sample is rotated by an intermediate angle (i.e., $\phi$ $\sim 45^{\circ}$ ) the realignment process is often incomplete, as shown in Fig. 4(c). Some material remains at its initial orientation, even some minutes after the sample has been rotated. Once again, however, no in-plane rotation of the smectic layers is observed. A slight decrease in the total scattered intensity can be seen in Fig. 4(c)(ii) during the realignment process. The effect is less pronounced than before, however, since only part of the sample undergoes reorientation.

In the samples where the surfaces have been treated with polyvinyl alcohol alignment layers the entire process is less predictable. The final state after layer reorganization is typically less well ordered [see Fig. 5(a) in which there is a larger range of layer orientations present close to the final field-aligned position]. This is probably due to the additional competing influence of the alignment layer. Interestingly, no significant difference was observed in the length of the induction period between samples with no alignment layer and those with alignment layers. A shorter induction period might be expected in the latter since the orientation of the magnetic field and the easy axis of the alignment layer were different, possibly leading to more defects because of the competition between the two. This, however, was not the case, regardless of the rotation angle used. Preliminary experiments testing the influence of the relative orientations of the rubbing direction and the magnetic field indicate that the initial orientation of the sample has little effect on the outcome. As described above, however, the realignment process is unpredictable in samples with alignment layers, and further work is required to understand this process fully.

## V. COMPUTATIONAL SCHEME

A numerical simulation method of the field-induced realignment of a smectic nanodroplet in an external magnetic field is described in detail in Ref. [17]. The method is based on the dissipative particle dynamics (DPD) framework, but requires relatively small alteration in order to mimic the ex-


FIG. 4. (Color online) Typical layer realignment dynamics for various different rotation angles (a) $\phi \sim 25^{\circ}$, (b) $\phi \sim 92^{\circ}$, and (c) $\phi$ $\sim 48^{\circ}$. All of the devices tested have thicknesses of $170 \mu \mathrm{~m}$ and have no alignment layer applied to the glass surfaces. (a) Over small angular rotations, no layer realignment is observed. Previous authors have reported continuous rotation of the smectic layers under these conditions [8-10,14,15]. (b) When $\phi$ is close to $90^{\circ}$ no rotation of the smectic layers is observed. During realignment, however, the total scattered intensity decreases significantly. (c) When using intermediate rotation angles the layer realignment is only partially completed. In all cases, the total intensity integral includes the signals from both diffraction peaks, reducing the sensitivity to rotations away from the Bragg condition.

(a) Diffraction angle vs time

(b) Total intensity vs time

FIG. 5. (Color online) Typical results for an intermediate angular rotation $\phi \sim 49^{\circ}$ in a $170 \mu \mathrm{~m}$ thickness device with rubbed polyvinyl alcohol alignment layers. The final state after realignment is typically less well ordered and the realignment is often more unpredictable.
perimental conditions used in this work. In particular, the sample now has a cylindrical shape, with its radius being larger than its thickness, the distance between its flat faces. The axis of the cylinder, coinciding with the axis of sample rotation, is taken to be the laboratory $y$ axis [17] and the flat faces lie in the laboratory $x z$ plane (see Fig. 1). Moreover, the experimental observations indicating breakdown of the smectic layering during realignment implies that the magnitude of the interaction of the mesogens with the applied external magnetic field is comparable to the interaction promoting the formation of the layers. This situation is similar to that of System I described in Ref. [17].

Since the experiments indicate that the layered structure is disrupted during the realignment process, it is not appropriate to use the macroscopic continuum methods often used to model liquid crystalline systems, and it is for this reason that we have chosen to use a microscopic simulation technique. This, in turn, restricts the size of the simulation box that can be used because such microscopic simulation techniques are computationally more intensive.

Sections V A-V C outline the simulation technique used and the changes required in order to confine the system to a
cylindrical geometry. The small-angle x-ray scattering patterns were computed as described in Ref. [17] and the method is given in the Appendix.

## A. Dissipative particle dynamics of nematic mesogens

The DPD methodology for the simulation of orientationally ordered phases has been described in detail previously [18-21] and will only be summarized here. The equations of motions governing the behavior of particles of identical mass are

$$
\begin{equation*}
d \boldsymbol{r}_{i}=\boldsymbol{v}_{i} d t \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
m \cdot d \boldsymbol{v}_{i}=\left(f_{\mathrm{C}}+f_{\mathrm{D}}+f_{\mathrm{R}}\right) d t \tag{4}
\end{equation*}
$$

where $\boldsymbol{r}_{i}$ and $\boldsymbol{v}_{i}$ are the position and velocity of the $i$ th particle, respectively. The conservative force, $f_{\mathrm{C}}$ arises from a pair-wise potential, while $f_{\mathrm{D}}$ and $f_{\mathrm{R}}$ represent the effective dissipative and fluctuating forces, respectively. The potential giving rise to the conservative forces acting on identical particles has the form of a sticky soft interaction,

$$
U_{\mathrm{C}}\left(r_{i j}\right)= \begin{cases}\frac{a \varepsilon_{i j}^{\mathrm{rep}} r_{\mathrm{c}}}{2}\left(1-\frac{r_{i j}}{r_{\mathrm{c}}}\right)^{2} & r_{i j}<r_{\mathrm{c}}  \tag{5}\\ -\frac{a \varepsilon_{i j}^{\mathrm{att}} r_{\mathrm{c}}}{2}\left(1-\frac{r_{i j}}{r_{\mathrm{c}}}\right)^{2} & r_{i j}<r_{\mathrm{c}}+\delta r \\ 0 & r_{i j}>r_{\mathrm{c}}+\delta r\end{cases}
$$

where $a$ is the force parameter, setting the overall repulsion strength between particles, $\varepsilon_{i j}^{\text {rep }}$ and $\varepsilon_{i j}^{\text {att }}$ modulate the repulsive and attractive interactions, respectively, $r_{\mathrm{c}}$ is the cutoff radius of the repulsive interaction, and $r_{i j}$ the distance between the particles. The attractive interaction corresponding to a sticky potential operates in a thin shell of width $\delta r$ around the particle. We have here set $\delta r=0.1 r_{\mathrm{c}}$. Our choice for the form of the attractive interaction has been made in the spirit of the DPD framework though other forms can be used [2]. The conservative force $f_{\mathrm{C}}$ acting on the $i$ th particle is then simply given by

$$
f_{\mathrm{C}}\left(r_{i j}\right)= \begin{cases}a \sum_{j} \varepsilon_{i j}^{\mathrm{rep}}\left(1-\frac{r_{i j}}{r_{\mathrm{c}}}\right) & r_{i j}<r_{\mathrm{c}}  \tag{6}\\ -a \sum_{j} \varepsilon_{i j}^{\mathrm{rep}}\left(1-\frac{r_{i j}}{r_{\mathrm{c}}}\right) & r_{i j}<r_{\mathrm{c}}+\delta r \\ 0 & r_{i j}>r_{\mathrm{c}}+\delta r\end{cases}
$$

where $\hat{\boldsymbol{r}}_{i j}$ is the unit interparticle. The dissipative force $\boldsymbol{f}_{D}$ is defined as a quantity proportional to the relative velocity between the particles,

$$
\begin{equation*}
\boldsymbol{f}_{\mathrm{D}}=\gamma \sum_{j} w_{\mathrm{c}}^{2}\left(r_{i j}\right) \boldsymbol{v}_{i j}^{\|} \tag{7}
\end{equation*}
$$

Here $\boldsymbol{v}_{i j}^{\|}$is the projection of the relative velocity on the vector $\hat{\boldsymbol{r}}_{i j}$ and $w_{\mathrm{c}}\left(r_{i j}\right)=1-r_{i j} / r_{\mathrm{c}}$ when $r_{i j}<r_{\mathrm{c}}+\delta r$ and zero elsewhere. The dissipation strength is determined by $\gamma$, and the corresponding effective random force is defined as

$$
\begin{equation*}
\boldsymbol{f}_{\mathrm{R}}=\sigma \xi(t) w_{\mathrm{c}}\left(r_{i j}\right) \hat{\boldsymbol{r}}_{i j} / \sqrt{d t} \tag{8}
\end{equation*}
$$

where $\xi(t)$ is a white-noise random term. A fluctuationdissipation relation holds for the parameters of the dissipative and random forces, $\sigma^{2}=2 \gamma k_{B} T$.

In the simulations below we make use of reduced units where $r_{\mathrm{c}}, m$, and $a$ are the units of length, mass, and force, respectively. The other units are defined in Table I in Ref. [17]. Each mesogenic unit in the simulation is a chain of $n$ particles linked by elastic forces given by the classical spring force

$$
\begin{equation*}
f_{i}=-k^{*}\left(r_{i j}-r_{\mathrm{eq}}\right) \hat{r}_{i j}=-f_{j} \tag{9}
\end{equation*}
$$

with $k^{*}$ the reduced spring constant, $r_{i j}$ the distance between the two joined particles and $r_{\mathrm{eq}}$ the equilibrium particleparticle distance. In addition, an elastic force with an elastic constant $k_{\mathrm{e}}^{*}$ is introduced between the first and last particles,

$$
\begin{equation*}
\boldsymbol{f}_{1}=-k_{e}^{*}\left[r_{\mathrm{ln}}-(n-1) r_{\mathrm{eq}}\right] \hat{r}_{\mathrm{ln}}=-\boldsymbol{f}_{n} . \tag{10}
\end{equation*}
$$

This force primarily determines the linear extent of the mesogenic unit and random coils are obtained when it is omitted.

A cylindrical simulation box is used, centered at the origin. The radius $R$ of the box is larger than its thickness and the axis of the cylinder lies along the laboratory $y$ axis, coinciding with the direction of sample rotation. The flat faces of the cylinder lie in the laboratory $x z$ plane. The mesogenic units are radially confined by surrounding isotropic coils. These coils are in turn confined to the simulation box by the application of short-range external forces. A radial force is applied to each particle at the curved surface of the cylinder, $i$,

$$
\begin{equation*}
\boldsymbol{f}_{i, x z}=k_{\mathrm{in}}^{*} \exp \left[-2.5\left(R-r_{i}\right)\right] \hat{r}_{i} \tag{11}
\end{equation*}
$$

where $r_{i}=\sqrt{x_{i}^{2}+z_{i}^{2}}$ and $\hat{\boldsymbol{r}}_{i}$ is the equivalent unit position vector of the particle with respect to the origin of the simulation cylinder. Note that this force only acts in the laboratory $x z$ plane. The cutoff distance of this force was taken to be 2.5 particle radii so that in the simulations described below it only acts on the random coils near the edge of the simulation sphere. In addition a confining force was applied to each particle at the two flat surfaces of the cylinder at $y=0$ and $y=D$,

$$
\boldsymbol{f}_{i, y}= \begin{cases}k_{\mathrm{in}}^{*}\left(1-e^{2.5 y_{i}}\right) \hat{y} & y_{i} \leq 0  \tag{12}\\ -k_{\mathrm{in}}^{*}\left(1-e^{2.5\left(D-y_{i}\right)}\right) \hat{y} & y_{i} \geq D\end{cases}
$$

where $\hat{y}$ is the unit vector in the direction of the laboratory $y$ axis. This force acts on the particles of both the random coils and the stretched mesogenic units. The stability of the smectic nanodroplet is, however, determined exclusively by the intermesogen interactions and the interactions of the mesogens with the random coils.

The equations of motion are solved numerically using the standard Verlet algorithm [22] coupled with a thermostat rescaling the velocities. Periodic boundary conditions were not applied as we are here dealing with a single nanodroplet in the simulation sphere. A linked-cell algorithm [22] was implemented.

Time steps of $\mathrm{d} t=0.04$ were used and the integration scheme yielded temperature fluctuations of less than $0.25 \%$ in the equilibrated state. A thermostat was applied every five time steps during the simulation run.

## B. Realignment of mesogens in an external field

We shall now consider the alignment of the model mesogens in the nanodroplet under the influence of an external field. The applied field acts on the two terminal particles of the mesogenic unit (i.e., the end-to-end vector of the mesogen). The interaction used here corresponds to application of an external magnetic field and takes the form of an interaction between a field and an induced dipole,

$$
\begin{equation*}
E_{\mathrm{ext}}^{*}\left(t^{*}\right)=-\varepsilon_{\mathrm{ext}}^{*} P_{2}\left[\boldsymbol{\nu}_{i}\left(t^{*}\right) \cdot \boldsymbol{H}_{\mathrm{ext}}\right], \tag{13}
\end{equation*}
$$

where $\varepsilon_{\text {ext }}^{*}$ is the strength of the interaction and $\boldsymbol{\nu}_{i}\left(t^{*}\right)$ is the unit end-to-end vector of the $i$ th mesogen and $\boldsymbol{H}_{\text {ext }}$ is the unit vector of the external field. In the work presented here, the external field lies in the $x z$ plane of the simulation sphere and at times $t^{*}<0$ lies along the vertical axis of the simulation sphere. The forces $-\boldsymbol{F}_{\text {ext }}$ and $\boldsymbol{F}_{\text {ext }}$ derived from the potential, see Appendix A, were applied to the terminal particles 1 and $n$, respectively, so that the torque acts to rotate the mesogens about their centers.

## C. System parametrization

The internal conformation of a model mesogenic unit is characterized by four parameters: the number of particles $n$, the two elastic spring constants, $k^{*}$ and $k_{\mathrm{e}}^{*}$, and the equilibrium distance between joined particles, $r_{\mathrm{eq}}$. We have used identical mesogenic units, each containing ten particles with $r_{\mathrm{eq}}=r_{\mathrm{c}}, k^{*}=100$, and $k_{e}^{*}=500$, at a reduced density $\rho^{*}=0.8$. The current simulations make use of a nanodroplet of a smectic phase suspended in an isotropic environment. The isotropic environment consists of mesgenic units in a random coil configuration; for these mesogens $k_{e}^{*}=0$. The radius of the nanodroplet was taken to be $0.7 R$, with $R$ the radius of the cylindrical simulation box of thickness $T=10$. On taking $R=211$, each nanodroplet contained 12606 stretched mesogens arranged in 20 smectic layers. There are 25529 random coils in the isotropic environment. The value of the external confining force was $k_{m}^{*}=24$.

A stable nanodroplet in the nematic phase is obtained on taking the strengths of the interparticle interactions between mesogens of the same configuration to be $\varepsilon_{i j}^{* \text { rep }}=24$ and $\varepsilon_{i j}^{* a t t}=48$, while those between particles in the stretched and random coil configurations (in the nematic and isotropic phases respectively) were $\varepsilon_{i j}^{* \text { rep }}=60$ and $\varepsilon_{i j}^{* \text { att }}=0$. This choice of parameters produced sufficient surface tension between the nanodroplet and its isotropic environment to suppress the exchange of mesogens between the two phases. A smectic configuration in the droplet can be produced only on invoking additional interactions, which induce a localization of the mesogens and thus introduce translational order. We have chosen to achieve this by increasing the attractive interactions between the terminal particles, number 1 and 10 and denoted as $b$, relative to the attractive interactions between
the main-chain particles of the mesogenic units denoted by $a: \varepsilon_{b b}^{* a t t}=60$ against $\varepsilon_{a a}^{* \text { att }}=48$. As mentioned previously, this corresponds to System I considered in Ref. [17]. Moreover, we shall take the interactions promoting the smectic layering between the mesogens to be weaker than the magnetic interactions between the mesogens and the magnetic field, and to this end choose $\varepsilon_{\text {ext }}^{*}=0.15$. The smectic configurations produced in these two ways were found to be stable in the reduced temperature range $0.5 \geq T^{*}>0.25$. The nanodroplets underwent a smectic-nematic transition at the upper limit of this interval.

The simulations were carried out at a reduced temperature close to the smectic-nematic transition. The realignment process was monitored for a reduced time of at least $t^{*}=4000$, following the rotation of the applied field.

## VI. SIMULATION RESULTS

Simulations were carried out over the same angular rotations as those used in the experiments, and following calculation of the diffraction patterns (see Appendix B), the analysis techniques described in Sec. III were used to produce Fig. 6. For ease of comparison with the experimental data, a diffraction angle of $90^{\circ}$ corresponds to the situation when the director is aligned with the applied field. When a small angular rotation $\left(25^{\circ}\right)$ is used, continuous rotation of the smectic layers is observed, as shown in Fig. 6(a)(i), and this is not accompanied by any significant decrease in the total scattered intensity. Over large angular rotations around $\phi=90^{\circ}$ there is almost complete breakdown of the smectic layering within the sample, leading to a marked decrease in the scattered intensity during realignment [see Fig. 6(b)(ii)]. When the rotation is over an intermediate angle, the realignment process consists of some loss of the layer structure as the layers rotate to their final position. It should be noted that when the angle of rotation is close to $90^{\circ}$ the realignment is degenerate since it can proceed either clockwise or anticlockwise. While this does contribute to the breakdown of the smectic layers, very similar results are obtained when the rotation angle is as low as $75^{\circ}$; as the rotation angle approaches $90^{\circ}$, the reduction in total scattered intensity becomes more pronounced. It should also be noted that the realignment process is much longer in the cases where there is a more significant decrease in the smectic organization [see, for example Fig. 6(b)]. Throughout the simulations the linewidth of the Bragg peaks is approximately constant, implying that there is no transient formation of the nematic phase during realignment. In all of the simulations the realignment process is accompanied by a permanent increase in $Q$, corresponding to a decrease in the layer spacing after rotation and the reasons for this change are unknown.

Further details of the realignment process in which $\phi$ $=92^{\circ}$ are shown in Fig. 7. Initially both the layer structure and the director are well ordered. However, the system becomes somewhat disorganized, both in terms of the layered structure and the orientational association of the molecules during the realignment process (see $t^{*}=1000$ ). Small domains of organization can still be seen, however, with some layered domains rotating in-plane in each direction. The bulk
ordered structure then slowly returns over time, as was indicated in Fig. 6(b)(ii). At lower rotation angles, there is a combination of layer breakup and layer rotation, with some portions of the sample remaining intact during realignment.

## VII. DISCUSSION

Our experimental and simulated results show an intriguing combination of contrasts and similarities to those presented by previous authors. In particular, no continuous rotation of the smectic layers is observed in the confined samples (continuous rotation of the director in the nematic phase can easily be achieved using fields of the intensity used here). Earlier experiments have indicated continuous in-plane rotation of either the smectic layers or the director when the sample is rotated by a small angle [8-10,14,15], whereas no realignment was observed under these conditions in our experiments on confined samples. In these earlier experiments, however, larger magnetic-flux densities were used ( $4-8 \mathrm{~T}$ ), but even when repeating our experiments at 3 T , no continuous in-plane rotation of the layers was observed. This implies that either the alignment process is highly dependent on the material used, or that the confinement of the samples in thin films increases the resistance to continuous in-plane rotation of the smectic layers. It is well known that the surfaces play an important role in the configuration of the layered structure in smectic liquid crystal samples. Indeed, the formation of the classic bookshelf to chevron transition observed when cooling from $\mathrm{Sm}-A$ to $\mathrm{Sm}-C$, a transition that is typically associated with a decrease in layer thickness, is due to the fact that the layer packing density remains fixed at the surfaces; since the layer thickness must reduce but the packing density at the surface is unchanged, the layers buckle in the center of the device. We propose that the lack of continuous in-plane smectic layer rotation in our experiments is due to the same phenomenon pinning the layer orientation at the surfaces, and is therefore due to the confinement of the samples in thin films.

When the sample rotation is $\sim 90^{\circ}$, the simulated and experimental results, shown in Figs. 6(b) and 4(b), respectively, are strikingly similar. In each case no continuous rotation of the smectic layers is observed, and the reorientation is via sudden catastrophic breakdown of the smectic layers [see also Fig. 7(a)]. Interestingly, these results are also very similar to those from an earlier experiment in which NMR spectroscopy was used to monitor the director orientation [14], but are very different from those previously found using time-resolved x-ray scattering. In the NMR study, the signal corresponding to the director in its original position was seen to reduce while that corresponding to the final position increased-at no point was any intermediate director orientation observed. At the same time the total intensity of the NMR spectrum (an indication of the degree of nematiclike order in the system) reduced during the realignment process and subsequently increased once the process had completed. This is in direct agreement with our simulations, in which the sample appears to become disorganized in the early stages of the realignment process, as can be seen in Fig. 7; the NMR results indicate a loss of the nematiclike order within the


FIG. 6. (Color online) Simulated results with rotation angles of (a) $\phi=25^{\circ}$, (b) $\phi=92^{\circ}$, and (c) $\phi=48^{\circ}$. These are identical to the rotation angles investigated experimentally and shown in Fig. 4. (a) At small angular rotations there is continuous rotation of the smectic layers in order to bring the director into alignment with the applied field, and during realignment there is little or no change in the total scattered intensity. (b) At larger angular rotations the layer structure breaks down during the realignment process, leading to a significant reduction in the total scattered intensity. (c) When intermediate rotation angles a combination of layer breakdown and continuous rotation is observed.


FIG. 7. (Color online) The nanosample structure during a simulation with a rotation angle of $92^{\circ}$. The arrow indicates the orientation of the applied magnetic field and the surrounding isotropic molecules have been made darker for ease of distinction. (a) The positions of the centers of mass of each molecule within the nanodroplet: the layered structure is lost during the initial part of the realignment process, but reforms slowly over time. (b) The orientation of the long axes of the molecules (only a random selection of molecules are shown for clarity): the sample appears to become significantly disorganized at $t^{*}=1000$. During the realignment process a multidomain structure can be seen in which some domains rotate clockwise and others anticlockwise (see $t^{*}=1000$ ).
layers while our x-ray scattering experiments show a breakdown in the smectic layer structure. The timescale of the realignment in the NMR experiment was, however, far longer (many minutes) than in our experiment, though this could be explained by increased viscous effects since the sample was held at $10^{\circ} \mathrm{C}$ below the $\mathrm{Sm}-A$ to nematic transition temperature rather than $2{ }^{\circ} \mathrm{C}$ below as in our experiments. In addition, a significant mismatch between the initial and final intensities was also observed in Ref. [14], which the authors attributed to the presence of a broad distribution of layers in the final field-aligned state. This does not appear to be the case in our experiments possibly because our samples are confined to thin films. Our results are signifi-
cantly different from those found previously using timeresolved x-ray scattering, where multiple realignment pathways were found with $\phi \sim 90^{\circ} \quad[10,11,15]$. These experiments were carried out using very thick samples, however, and used significantly higher magnetic-flux densities $(\sim 8 \mathrm{~T})$, though it is not clear why an increase in the applied field should produce such a different realignment process.

When an intermediate rotation angle of $\sim 45^{\circ}$ is used, our simulations indicate a realignment mechanism that involves both layer rotation and a decrease in the smectic organization, as shown in Fig. 6(c), while our experiments indicate only partial realignment through layer breakdown [Fig. 4(c)]. We have already observed that it is likely that the confining surfaces pin the smectic layers in place and thus introduce an energy barrier into the system that is not accounted for in our simulations. In our experiments it would appear that realignment can only take place through breakdown of the smectic layers because of this pinning phenomenon; while the simulations indicate a realignment mechanism that involves both layer rotation and layer breakdown, the experiments show partial realignment through layer breakdown alone.

While we cannot discount out-of-plane rotation of the smectic layers during the realignment process as a possible explanation for the decrease in the total scattered intensity observed experimentally, there are a number of reasons why this is unlikely. First, the striking similarity between the simulations and experiments presented here, combined with the absence of out-of-plane layer rotation in the simulations strongly indicates that it is layer breakdown that causes the decrease in the total scattered intensity. Second, since there is no direct interaction between the applied field and the layers themselves, any change in layer orientation must be either due to a change in the short-range molecular interactions present or a change in the director orientation, the latter requiring the presence of an out-of-plane torque. Since a mechanism by which the short-range molecular interactions could be altered in this case is unknown and the source of an out-of-plane torque in this experiment is unclear, it would appear sensible, in the absence of any evidence to the contrary, to assume that the layers do not rotate out-of-plane during realignment.

Similarly, while the formation of a transient $\mathrm{Sm}-C$ phase during realignment cannot be ruled out, there is no evidence to support its formation. No change in layer spacing is observed at any time during the experiments (there is a small decrease observed in the simulations during and after the reorientation). If the energy of the $\mathrm{Sm}-A$ and $\mathrm{Sm}-C$ were similar, one might expect to observe an induced $\mathrm{Sm}-C$ phase in the experiments where small rotation angles are used: it is clear from the experimental results that the layer orientation does not change in this situation, but the director could tilt within the layers, inducing a $\mathrm{Sm}-\mathrm{C}$ phase and allowing the director to align with the applied field. This is clearly not the case, however, since the layer spacing change one would expect to accompany such a deformation is not observed, and there is no loss in the total scattered intensity that would be caused by buckling of the smectic layers into a chevron configuration.

## VIII. CONCLUSIONS

As in previous studies, the realignment of $\mathrm{Sm}-A$ layers using a magnetic field has been shown to be a complex process that is highly dependent on the temperature of the sample. Here, we observe realignment only in the close vicinity of the $\mathrm{Sm}-A$ to nematic phase transition. This strong temperature dependence could be due to the sudden softening of the smectic layers close to the $\mathrm{Sm}-A$ to nematic transition [23], as well as pretransitional changes in the viscosity of the material. Our experiments on thin films of material have produced no evidence for intact rotation of the smectic layers even at small rotation angles, in contrast to previous experiments on bulk samples. At higher angles the signature signal of the layers in their original orientation decreases while that at the field-aligned position increases. This process is accompanied by a decrease in the total scattered intensity which is related to the integrity of the smectic layers. The smectic layers are, therefore, either moving away from the Bragg condition or are losing their integrity. This is in contrast to previous time-resolved x-ray scattering experiments where in-plane rotation of layers was observed over a wide range of rotation angles and temperatures [10,15]. When moderate realignment angles are used $\left(\sim 35-70^{\circ}\right)$ the layer reorganization usually only remains partially complete in our experiments.

A molecular-dynamics technique has been used to simulate the response of a thin cylindrical smectic nanosample to sudden reorientation within an applied magnetic field. While at small angular rotations continuous layer rotation is observed, when the rotation angle is increased the simulated and experimental results become very similar, with breakdown of the smectic layers observed followed by subsequent reformation in the field-aligned orientation. We propose that the lack of layer rotation observed in our experiments is due to pinning of the smectic layers by the glass substrates; realignment can only occur when there is a breakdown of the layered structure. The simulations show that there is a significant disruption of the liquid crystalline organization during realignment, indicating that it is this rather than out-ofplane rotation of the layers that is causing the decrease in the total scattered intensity in the experiments. The similarities between the experiment and the simulations imply that the energy associated with the formation of the smectic layers is indeed similar to the interaction energy inducing the realignment process.

With the addition of polyvinyl alcohol alignment layers the experimental realignment process is less consistent and the final field-aligned state typically consists of a range of layer orientations rather than the monodomain observed when no alignment layers are used. It is interesting to note that the surface treatment has a marked effect on the layer reorganization even in such thick samples ( $170 \mu \mathrm{~m}$ ), though it is not yet clear whether the relative orientation of the rubbing direction and the aligning field has any influence.
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## APPENDIX A: CALCULATION OF THE EXTERNAL FORCES ON THE MESOGEN

Here we shall consider the interaction, Eq. (13), between the unit end-to-end vector of a mesogen $\boldsymbol{\nu}$ $=(\Delta x / r, \Delta y / r, \Delta z / r)$ and a magnetic field applied in the $x z$ plane of the simulation box, $\boldsymbol{H}_{\text {ext }}=\left(H_{x}, 0, H_{z}\right)$. Here $r$ $=\sqrt{\Delta x^{2}+\Delta y^{2}+\Delta z^{2}}$ and $\Delta x=x_{1}-x_{n}, \Delta y=y_{1}-y_{n}$, and $\Delta z=z_{1}$ $-z_{n}$. The subscripts 1 and $n$ denote the two terminal particles of the mesogen. On substituting these values into Eq. (13) we find

$$
\begin{align*}
E_{\mathrm{ext}}^{*}\left(t^{*}\right) & =-\varepsilon_{\mathrm{ext}}^{*} P_{2}\left(\boldsymbol{\nu}_{i} \cdot \boldsymbol{H}_{\mathrm{ext}}\right) \\
& =-\frac{1}{2} \varepsilon_{\mathrm{ext}}^{*}\left[\frac{\Delta x^{2} H_{x}^{2}}{r^{2}}+\frac{\Delta z^{2} H_{z}^{2}}{r^{2}}+\frac{2 \Delta x \Delta z H_{x} H_{z}}{r^{2}}\right]-\frac{1}{2} . \tag{A1}
\end{align*}
$$

In order to calculate the force due to this potential, $\boldsymbol{F}=-\nabla E_{\text {ext }}^{*}$ we obtain the partial derivatives with respect to the Cartesian coordinates $\alpha=\Delta x, \Delta y, \Delta z$ using the property

$$
\begin{equation*}
\frac{\partial}{\partial \alpha}\left(\frac{1}{r^{2}}\right)=-\frac{2 \alpha}{r^{4}} . \tag{A2}
\end{equation*}
$$

In this way we find that the components of the forces are

$$
\begin{align*}
& F_{x}=-\frac{3 \varepsilon_{\mathrm{ext}}^{*}}{r}\left[\frac{\Delta x H_{x}^{2}}{r}\left(\frac{\Delta x^{2}}{r^{2}}-1\right)+\frac{\Delta x \Delta z^{2} H_{z}^{2}}{r^{3}}\right. \\
&\left.+\frac{\Delta z H_{x} H_{z}}{r}\left(\frac{2 \Delta x^{2}}{r^{2}}-1\right)\right],  \tag{A3}\\
& F_{y}=-\frac{3 \varepsilon_{\mathrm{ext}}^{*}}{r}\left[\frac{\Delta x^{2} \Delta y H_{x}^{2}}{r^{3}}+\frac{\Delta y \Delta z^{2} H_{z}^{2}}{r^{3}}+\frac{2 \Delta x \Delta y \Delta z H_{x} H_{z}}{r^{3}}\right],  \tag{A4}\\
& F_{z}=-\frac{3 \varepsilon_{\mathrm{ext}}^{*}}{r}\left[\frac{\Delta x^{2} \Delta z H_{x}^{2}}{r^{3}}+\frac{\Delta z H_{z}^{2}}{r}\left(\frac{\Delta z^{2}}{r^{2}}-1\right)\right. \\
&\left.+\frac{\Delta x H_{x} H_{z}}{r}\left(\frac{2 \Delta z^{2}}{r^{2}}-1\right)\right] . \tag{A5}
\end{align*}
$$

The forces $\boldsymbol{F}$ and $\boldsymbol{-} \boldsymbol{F}$ are now applied to particles 1 and $n$ of the mesogen.

## APPENDIX B: CALCULATION OF LOW-ANGLE X-RAY SCATTERING PATTERNS FROM SIMULATION RESULTS

The x-ray beam is incident on the cylindrical sample along its axis, which is also the axis of the rotation of the field, the fixed laboratory $y$ axis. The planar detector is placed in the $x z$ plane. For this geometry the scattering in-
tensity in the detector plane is calculated as [17]

$$
\begin{equation*}
I\left(q_{x}, q_{z}\right)=\sum_{j=1, N} e^{i\left(x_{j} q_{x}+z_{j} q_{z}\right)} \sum_{j^{\prime}=1, N} e^{-i\left(x_{j} q_{x}+z_{j}, q_{z}\right)} \tag{B1}
\end{equation*}
$$

where $i=\sqrt{-1}$ and the summations are carried out over the particles in the cylindrical smectic region. We have calculated the intensities on taking $q=\sqrt{q_{x}^{2}+q_{z}^{2}}=0.016$ so that only the first-order diffraction maxima appeared in the patterns.

We note that a pair of maxima appear only when the Bragg condition, $q= \pm 2 \pi / d$, is satisfied. Here $d$ is the thickness of the smectic layer. The line joining the maxima lies perpendicular to the planes of the smectic layers. This procedure produces scattering patterns similar to those observed experimentally. We note here that virtually identical patterns are produced if only the terminal particles of each mesogen are included in the summation above.
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